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Abstract not be able to recover from faults. Ensuring that
] ] exploration spacecraft have autonomic propertieh wi
Increasingly, NASA will rely on autonomous systems increase the survivability and therefore the liketid of
concepts, not only in the mission control centers on the success of these missions.
ground, but also on spacecraft and on rovers and other NASA needs autonomicity in its future missions to
assets on extraterrestrial bodies to achieve the full range ensure they can operate on their own to the maximum
of advanced mission objectives. While autonomy cost- extent possible without human intervention or gnitia
effectively supports mission goals, autonomicity supports A case can be made that all of NASA's future system
survivability of remote missions, especially when human should be autonomic, and exhibit the four key prigs
tending is not feasible.  Analysis of two prototype NASA of autonomic systems: self-configuring, self-optimg,
agent-based systems and of a proposed mission involving self-healing and self-protecting [1,13]. The foliag
numerous  cooperating  spacecraft illustrates how discusses the need for each of these autonomiepiep
autonomous and autonomic system concepts may be in NASA missions.

brought to bear on future space missions.
2. Overview of Two Agent-Based Systems

1. Introduction NASA GSFC has played a leading role in the
) _ development of agent-based approaches to realize
With NASA's renewed commitment to outer spacé NASA's autonomy goals. Agents in the Lights Out
exploration, greater emphasis is being placed ot bo Ground Operations System (LOGOS) acted as surrogate
human and robotic exploration. Even when humass ar pnyman controllers and interfaced with legacy sofenthat
involved in the exploration, human tending of asset controllers normally used, and with humans. Basethe

becomes cost-prohibitive or is not feasible. Iulifidn, success of this first prototype, development began
certain exploration missions will require spacectaht ACT, an environment in which richer agent and agent
will be capable of venturing where humans canncide. community concepts were developed through detailed

Until the mid-1980s, all space missions were opefat prototypes and operational ground-based and spmsesb
manually from ground control centers. The hightsas scenarios.

satellite operations prompted NASA and others tgirbe
automating as many functions as possible. In ontext, 21 LOGOS
a system is autonomous if it can achieve its gedtsout
human intervention. A number of more-or-less asi®n

ground systems _exist toda_y, but work continues tdsa community of autonomous software agents that cadper

the goal of r_educmg operatlor_15 cost_s to even |dewegls. in order to perform functions previously performbyl

Cost reductions can be achleyed in a number ofsarea p 5, operators who used traditional software teoth

Greater autonomy of satellite ground control_ and 4 orpit generators and command sequence planmies.

_spacec_raft operations are two such areas. Aqtorlemy agents were developed in Java and used an in-house

increasingly seen as a<_:r|t|cal gpproach for ad;lsmns . software backplane for communication between the
Though autonomy will be critical for future missgrit agents. The LOGOS community architecture is shiown

is also necessary that these missions have autonomi,;igure 1. LOGOS is made up of ten agents, some tha

properties. ~ Autonomy alone, absent autonomlm_tyl, W interface with legacy software, some that perfoemvises

leave the spacecraft vulnerable to the harsh emviemt for the other agents in the community, and othée t

in_ which they have to work and most likely perfon_na interface with an analyst or operator. All agerdavehthe
will degrade, or the spacecraft will be destroyedail ability to communicate with all other agents in the

LOGOS is a proof-of-concept system consisting of a
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Fig. 1 LOGOS agent community and legacy software.

community. A more detailed description of LOGOS is
given in [12].

The System Monitoring and Management Agent
(SysMMA) maintains a list of all agents and their
addresses in the community and provides their addee
to other agents requesting services. When staeiach
agent registers its capabilities with SysMMA anduests
other agent addresses whose services it needs.

22 ACT

The motivation behind ACT was to develop a more
flexible architecture than LOGOS for implementing a
wide range of intelligent or reactive agents. Afte
developing ACT, sample agents were built to sinaulat
ground control of a satellite constellation missias a
proof of concept. Agents in ACT are built using a
component architecture, where a component can dily ea

Reasoner: The Reasoner component works with
information in its local knowledge base as wellnasdel
and state information from the Modeler to make sieais
and formulate goals for the agent. Currently,Rle@soner
works more in a reactive manner.

Planner/Scheduler: The Planner/Scheduler component
is responsible for any agent-level planning and
scheduling. The planning component receives a goal
set of goals to fulfill in the form of a plan reie This
typically comes from the Reasoner component, buf ma
be generated by any component in the system.

Agenda/Executive: The Agenda and the Executive
work together to execute the plans developed by the
Planner/Scheduler. The Executive executes thes step
receives from the Agenda. If the preconditions raet,
the action is executed. When execution finishés, t
Executive evaluates the post-conditions, and géeera
completion status for that step. The completi@iust is

swapped in and out for easy removal of unneededthen returned to the Agenda.

components for reactive agents and the inclusiothef
necessary components to implement intelligent agetit

Agent Communications: The agent communication
component is responsible for sending and receiving

also allows for new technologies to be added ayg the messages to/from other agents. The component takes

become available without affecting previously
implemented components. A simple (reactive) agant

agent data object that needs to be transmittechathar
agent and converts it to a message format undeliebésm

be designed by using a minimum number of componentsby the receiving agent.

that receive percepts (inputs) from the environnemd
react according to those percepts. A robust apentuse
more complex components that allow the agent tearea
in a deliberative, reflexive, and/or social fashiohe
following are the components of ACT.

Modeler: The modeling component maintains the
domain model of an agent, which includes modelthef
environment, other agents, and the agent itselhe T
Modeler is also responsible for reasoning withrtieels
to act proactively and reactively with the envire@mhand
events that affect the model’s state.

Perceptorg/Effectors: The Perceptors are responsible
for monitoring the environment for the agent. Adgta
received by the agent from the environment, othant
agent-to-agent messages, enters through Perceplbies.
Effector is responsible for effecting or sendingput to
the agent's environment. Any agent output datherot
than agent-to-agent messages, leaves through &fect

Agent Framework: The framework provides the base
functionality for the components as well as theeiint
component communication facility. The frameworloals
components to be easily added and removed from the



agent while providing a standard communications
interface and functionality across all components.

3. ANTS: A Concept Mission

The NASA Autonomous Nano-Technology Swarm
(ANTS) mission [9,10] will be made up of swarms of
autonomous pico-class (approximately 1kg) satslliteat
will explore the asteroid belt. There will be
approximately 1,000 spacecraft involved in the foiss
Approximately 80 percent of the spacecraft will be
workers (or specialists) that will have a singlstioment
onboard. Some will be coordinators (called leadtrat
will have rules that decide the types of aster@idd data
the mission is interested in and will coordinate &fforts
of the workers. The third type of spacecraft are
messengers and will coordinate communications twe
the workers, leaders and Earth. Each worker spaitec
will examine asteroids it encounters and send ngessa
back to a coordinator that evaluates the data andss
other spacecraft to the asteroid if necessary.

This mission will involve a high degree of autongmy
and autonomic properties will enhance its surviltgbi
To implement this mission a heuristic approachamd
considered that uses an insect analogy of hieakhi
social structure based on the above spacecrafirbrer.

A transport ship will assemble the spacecraft dutime
journey to the asteroid belt and then release thpon
arrival. Sub-swarms will exist that will act as resthat
explore a particular asteroid based on the astsroid
characteristics.

is no user logged on, then those agents do not toakie
woken up for the spacecraft pass.

Slf-optimization.  LOGOS self-optimizes through
learning. One example of this is through the legyrby
the FIRE agent when it does not know how to resaive
anomaly, and must notify an analyst that it neeelp.h
After the analyst provides a set of commands tolves
the anomaly, the FIRE agent stores those commanmdis a
the anomaly in its knowledge base for future rafeee A
second way that LOGOS self-optimizes is through the
user interface and visualization agents. Thesatadeep
track of which analyst looks at what data so thuett t
information would be pre-fetched and available he t
analyst when he or she logs on to the system.

Slf-healing. LOGOS self-heals primarily through the
actions of the FIRE agent. The FIRE agent examines
anomalies that occur and then issues commands to
resolve/heal the anomalies based on its knowledge.b
It also self-heals through the intervention of thenan in
the loop, who can fill in information when the FIRGent
does not have the requisite knowledge to solveohlpm.
The self-healing aspect of LOGOS was its primary
function and is what made the system lights-out.

Salf-protecting. The self-protecting aspects of LOGOS
are limited. The self-protection is primarily pamined by
the FIRE agent and the user interface agent (UIFA).
UIFA accomplilshes self-protection when it autheatés
a user logging on to the system. For the FIRE ageif-
protection is accomplished when checking commands
entered by the analyst to ensure they do not haen t
spacecraft.

Team leaders contain models of the types of science

they want to perform. Relevant goals are commueita
to the messenger spacecraft that then relay theta the
worker spacecraft.
measurements of asteroids using their
instrument until data matches the goal that waslsethe
leader. If the data matches the profile of theetyd
asteroid that is being searched for, an imagingepaft
will be sent to the asteroid to ascertain the el@ztion
and to create a rough model prior to the arrivabtbfer
spacecraft.

4. Autonomic Propertiesof LOGOS

Salf-configuration. LOGOS self configures when the

GIFA agent receives signals from the GenSAA/Genie

ground station software that a spacecraft pasbastao
happen. When this occurs, the GenSAA/Genie Interfa
Agent (GIFA) configures the system by waking up the
needed agents for the pass. For example, if erano
anomalies, then the Fault Isolation and REsolufidRE)
agent is not needed and is not woken up. The satnge
for the visualization and the user interface agefftthere

The worker spacecraft then take
specializedwhen ACT detects, from analysis of telemetry, tingtre

5. Autonomic Propertiesof ACT

Slf-configuration. As an example of this property,
is a problem, the Contact Manager alters the curren
satellite contact schedule to enable the problenbdo
addressed. What is being reconfigured, in thig ciasthe
spacecraft functionality for managing communicagion
contacts with ground systems and controllers.
Salf-optimization.  As an example of this property,
consider what happens when a Proxy Agent determines
that a problem exists with its spacecraft. Wheis th
situation arises, a replanning/rescheduling agtigitcurs
to optimize the behavior of the entire ACT system.
Slf-healing. Consider what happens when a Proxy
Agent detects a problem with its associated spaftecr
Following a diagnosis of the problem (which mayadtwe
access to the human component of the ACT) cormectiv
actions, in the form of commands, are generatechzadk
ready for transmission to the affected spacecrathis
problem-diagnosis/corrective-action cycle is a magart
of ACT's self-healing capability.



It should be noted that the three autonomic regmns
discussed above all stem from ACT’s determinatiat &
problem has occurred. In attending to the probla@T
reconfigures, tries to optimize its operations, prateeds
to diagnose and solve the identified problem.

Sef-protection.  ACT is self-protecting in the sense
that it constantly monitors the spacecraft systend
modifies its operations if a parameter ranges detsis
normal bounds. In addition, it also has self-prtta
through validation of system commands to insure tha
command sequences executed will not harm the sgstec
or put it in a position where it could be harmed.

6. Autonomic Propertiesof ANTS

Salf-configuration.  As asteroids of interest are
identified, appropriate teams of spacecraft ardigored
to realize optimal science operations at the astgro
When operations are completed, the team dispemses f
reconfiguration at another asteroid. Reconfigunmgy
also be required as the result of a failure or alpmThe
loss of a given worker may result in the role aftttvorker
being performed by another. Loss of communicatith
a worker may mean that the system has to assumeios
the worker, and the role may be allocated to amothe
spacecraft. Loss of use of an instrument by a eronkay
require the worker to take the role of a commuibcat
device.

Self-optimization. Optimization of ANTS s
accomplished at the individual level as well astrat
system level. These optimizations are:

* Rulers learning about asteroids
* Messengers adjusting their position
« Workers learning about asteroids

Optimization at the ruler level is primarily thrdug
learning. Over time rulers will be collecting date
different types of asteroids and will learn the
characteristics of the types of the asteroids #rat of
interest and the types of asteroids that are diffio orbit
or observe. From this information, the system asale
is being optimized since time is not being wasted o
asteroids that are not of interest.

Optimization for messengers is achieved through
positioning. Messengers need to provide commuicsit
between the rulers and workers as well as backatthE
This means that a messenger will have to be cahstan
adjusting its position to balance the communication
between the rulers and workers and adjusting itstipa
to send data to Earth.

Optimization at the worker level is primarily thigiu
experience gained with asteroids. As a worker viese
asteroids and builds up a knowledge base of tHerdift
characteristics of asteroids, a worker may be able
automatically skip over asteroids that are nontdrest.

Slf-healing. The view of self-healing here is slightly
different from that given in [1]. ANTS is self-Ha®y not
only in that it can recover from mistakes, but-$edéling
in that it can recover from failure, including dagaafrom
outside force. In the case of ANTS, these are non-
malicious sources: events such as collision with an
asteroid, or another satellite, loss of connect&in,, will
require ANTS to heal itself by replacing one spaafic
with another.

ANTS mission self-healing scenarios span the range
from negligible to severe. A negligible self-hagliwould
be where one member of a redundant set of gamma ray
sensors fails before a general gamma ray survey is
planned. In such a scenario, the self-healing \deha
would be the simple action of deleting the sensamfthe
list of functioning sensors. At the severe enthefrange,
an example scenario would arise when the team lases
many workers it can no longer conduct science diog1®
In this case, the self-healing behavior might badeise
mission control and wait for instructions. Inns®
possible ANTS mission concepts, instead of “calling
home” for help, an ANTS team may only need to retjue
a replacement from another team.

ANTS individuals may also have self-healing
behaviors. For example, an individual may have the
capability of detecting corrupted code (softwark).such
a case, self-healing behavior would result in tigdvidual
requesting a copy of the affected software fromtlzero
individual in the team, which would enable it tcstare
itself to a known operational state.

Slf-protection. The self protecting behavior of the
team will be interrelated with the self-protectinghavior
of the individual members. The anticipated sourogs
threats to ANTS individuals (and consequently @t#am
itself) will be collisions and solar storms.

Collision avoidance through maneuvering will be
limited because ANTS individuals will have limited
ability to adjust their orbits and trajectoriespcg thrust
for maneuvering is obtained from solar sails. Vidlials
will have to coordinate their orbits and trajectsriwith
other individuals to avoid collisions. The mainifse
protection mechanism for collision avoidance isiexéd
through planning. The ruler’s plans involve coastts
that will result in acceptable risks of collisiobgstween
individuals.

Another possible ANTS self-protection mechanism
could protect against effects of solar storms. r@éc
particles from solar storms could subject individut
degradation of sensors and electronic componéfisen
the ruler recognizes that a solar storm threatt®xibe
ruler would invoke its goal to protect the missionn
addition to its own protection, part of the rulerésponse
would be to give workers the goal to protect theuese

As noted in the section on self-configuring behavio
after-effects of protective action will, in general



necessitate ANTS self-reconfiguration. For examafter
solar sails had been trimmed for the storm blastodér
wind, individuals will have unplanned trajectorieghich [1]
will necessitate trajectory adjustments and reptanand
perhaps new goals. Further, in case of the loss off]
individuals due to damage by charged particlesAIR&S
self-healing behavior and the self-optimizing bebav

may also be triggered. Thus, there is an intaedizess

of the self-protecting behaviors of the ANTS team ¢he

ANTS individuals. 31

7. Conclusions
(4]
NASA missions represent some of the most extreme
examples of the need for survivable systems thahata
rely on support and direction from humans while
accomplishing complex objectives under dynamic and [5]
difficult conditions. Future missions will embodyeater
needs for longevity in the face of significant doasits, in 6]
terms of cost and the safety of human life. Future
missions also will have increasing needs for autures [7]
behavior not only to reduce operations costs and
overcome limitations of communications (signal
propagation delays and low data rates), but also to
overcome the limitations of humans to perform loagn
C : ) ; o [8]
space missions. There is an increasing realizétian
future missions must be not only autonomous, bst al
exhibit the properties of autonomic systems for the
survivability of both individuals and systems. [9]
As described, the LOGOS and ACT architectures
provide for a flexible implementation of a wide ganof
intelligent and autonomic agents. The ACT architex
allows for easy removal of components unneeded for[10]
reactive agents, and the inclusion of the necessary
components to implement intelligent and autonomic
agents. It is also flexible so that additional arebeen
needs can be satisfied by new components that ean by
added without affecting previous components.
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